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Figure 1: Measured physical therapy exercises included as features in the dataset. Left: Biodex Testing. Middle: Squat and Jump
Testing. Right: Static Hold Testing.

ABSTRACT
Screening tests are often used in medicine to assess whether a
patient is at a high risk of contracting a disease. Recent literature
has proposed prediction algorithms for Anterior Cruciate Ligament
(ACL) retears that aim to achieve high accuracy. However, these
models fail to reach an adequate sensitivity to function as effective
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screening tests. In such cases, model sensitivity is sacrificed for
heightened specificity. Misclassifying patients who will eventually
go on to retear their ACL as low-risk patients prevents them from
obtaining necessary therapeutic support and is not appropriate
for a clinical setting. In this study, we implement a Decision Tree
Classifier as a screening test to evaluate a patient’s risk of retearing
their ACL six months after surgery, before the patient is released
to activity. By incorporating a machine learning-based screening
technique, we hope to minimize false negatives and create a tool
that can readily be adopted in clinical practice.
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1 INTRODUCTION
Screening tests have long been used in medicine to assess a patient’s
likelihood of diagnosis [3]. To create reliable predictions, screening
tests must have high sensitivity. In other words, they must correctly
classify almost all patients who will go on to retear as high-risk for
reinjury. In recent years, machine learning has gained popularity
in clinical applications to diagnose, treat, and monitor illness [5].
Machine learning algorithms can be more effective than traditional
prediction methods by using larger data sets to create more robust
clinical models. By implementing a machine learning-based screen-
ing test, we aim to increase prediction accuracy and offer tailored
rehabilitation recommendations.
In this paper, we seek to answer the following research questions:
RQ1: How can we improve on the sensitivity of previous machine

learning implementations for predicting ACL retear?
RQ2: How does our approach compare to previous retear predic-

tion systems?
We implemented a screening test using the Decision Tree Classifier
machine learning algorithm to predict ACL retear with 88.0 percent
sensitivity and 77.9 percent specificity. Further, we evaluated our
system using five-fold cross-validation and performed a comparison
against similar implementations. Specifically, our contributions are
summarized as follows:

(1) A machine learning model that identifies patients at high
risk of retear with a high degree of sensitivity and specificity.

(2) An evaluation of our system and a comparison against similar
implementations.

The remainder of our paper is structured as follows: Section 2
will describe our machine learning algorithm and personalized
recommendation system in detail. In Section 3 we evaluate our
implementation. Finally, in Section 4 we conclude our findings and
describe the direction of future work.

2 METHODS
This section describes the methods used for cleaning and imputing
data, as well as model evaluation and selection. First, we will de-
scribe the features of our data set and the characteristics of patients
who participated in the study. Next, we will explain the rationale
for imputing missing data and the methodology for selecting the
optimal imputation method. Finally, we will summarize the model
selection process and optimal algorithm.

2.1 Data Set
The original data set was composed of 1063 patients who tore
their ACL from 2009 to 2020 and were between the ages of 8 and
21 years old. For each patient, fifty-six features were analyzed,
including age at surgery, delay to surgery, type of graft, sex, body
mass index, relatives with ACL tears, and a range of surgical and
physical therapy data. Data was further split into categories of
demographic, injury, surgical, recovery, and rehab information six
months after surgery. Figure 1 displays the measurement of some
of the rehabilitation data that were included as features in our

final model. These data include Biodex testing, which measures
a patient’s isokinetic strength by collecting data such as angular
velocity and generated torque[6]. Patients who had less than 50%
of data on record were excluded from the data set. The remaining
591 patients included in the analysis consisted of 305 males and 286
female athletes, and 112 went on to retear their ACL (18.95%). In
order to evaluate model proficiency, 10% of the data was removed
to be used as a holdout set. To separate the holdout set, we stratified
by whether or not the patient went on to retear their ACL. This
was to ensure that the holdout set had a representative number of
retears as the training set. The remaining data was split into five
folds (20% of the data each) for cross-validation. To split the data
into five folds, we stratified by age, gender, and whether or not
the patient went on to retear. This was to ensure representative
demographics in each fold. Figure 2 shows the process flow for data
reduction techniques.

Figure 2: Process Flow of Data Reduction

2.2 Imputation Methods
When deciding whether to impute missing values, a trade-off ex-
ists between the risk of overfitting due to imputation or excluding
patients with an incomplete data set and evaluating too few data
points. Imputation may lead to overfitting as a result of a portion
of the data being a derivative of collected attributes, effectively
increasing the weight of a smaller subset of data in the final model.
Similarly, using too few data points can lead to overfitting by using
a skewed subset of data that isn’t representative of the tested popu-
lation. Of the 591 patients included in the final analysis, just 4 had a
complete data set (0.68%) and 12,585 of 33,687 values were missing
(37.4%). In previous work by Watson, et al.[7], missing data points
were ignored, potentially leading to patients who went on to retear
being incorrectly classified as low-risk. We aim to overcome this
challenge by imputing missing values. Multiple imputation meth-
ods were implemented and compared, including replacing missing
data with an integer (9999); the mean, median, and mode of each
feature; and a range of imputation regressors including Bayesian
Ridge, Decision Tree, Extra Tree, K Neighbors, and XG Boost [1].
Each imputation method was evaluated on the sensitivity, or true
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positive rate, of the machine learning algorithm with which it was
implemented.

2.3 Exploration of Models Tested
Similarly to finding the appropriate imputation method, several ma-
chine learning algorithms were compared: Naive Bayes, Adaboost,
Support Vector Machines, Decision Tree Classifier, and Random
Forest [2]. The algorithms implemented range from traditional tech-
niques of using conditional probability and Euclidean distance in a
multi-dimensional sample space via Naive Bayes to resampling al-
gorithms such as Random Forests and Adaboost. All five algorithms
were carried out with each of the nine imputation techniques, for
forty-five total models. The final analysis was implemented using
the imputation technique and machine learning algorithm with
the lowest false positive rate. Ultimately, the Decision Tree Clas-
sifier was implemented with Decision Tree Regressor imputation,
achieving a sensitivity of 88.0% and a specificity of 77.9% in the
cross-validation. Figure 3 shows the process flow for model testing
and evaluation.

Figure 3: Process Flow of Model Selection

2.4 Addressing Class Imbalance
Less than 20% of the patients in the dataset would go on to retear
their ACL, making the data heavily imbalanced. In the current state,
the low-risk predictions would significantly outweigh the high-risk
predictions, creating a model sacrificing sensitivity for heightened
specificity. We evaluated multiple methods for addressing this im-
balance, including Synthetic Minority Over-sampling Technique
(SMOTE) and the assignment of class weights. Ultimately, we chose
to assign class weights rather than execute SMOTE algorithms be-
cause we achieved superior results using the existing data rather
than generating new samples.

3 EVALUATION
In this section, we’ll provide an explanation of the algorithm se-
lection process, the chosen model, and the model’s performance.

First, we’ll compare the tested models and imputation methods
on the basis of their achieved sensitivity. Then, we’ll describe in
further detail the algorithm selected and why it’s the preferred
machine-learning model for our data set.

3.1 Model Evaluation
In order to evaluate the Decision Tree Classifier as a prediction
mechanism, we calculated the sensitivity and specificity of the
model, or the degree to which the model can correctly categorize
true positives and true negatives respectively.

𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(1) 𝑠𝑝𝑒𝑐𝑖 𝑓 𝑖𝑐𝑖𝑡𝑦 =

𝑇𝑁

𝑇𝑁 + 𝐹𝑃
(2)

In the evaluation of the Decision Tree Classifier as a screening
test, we prioritize the sensitivity: its ability to categorize high-
risk patients correctly. Table 1 lists the sensitivity and specificity
statistics of each tested machine learning algorithm during cross-
validation, using the imputation method that yielded the highest
sensitivity. To address class imbalance, we used manual tuning to
assign class weights. We found that to yield the highest sensitivity,
the retear class should have a weight of around 0.90 for all the
models. We prioritize sensitivity over specificity because, from a
clinical standpoint, it is crucial to classify everyone who will go on
to retear their ACL as high-risk patients. For a screening test, we
want to ensure that everyone who will go on to retear their ACL is
flagged as a high-risk patient. In this case, false negatives are much
more important to mitigate than false positives, making sensitivity
a critical measure of our model.

Table 1: Sensitivity and Specificity for Tested ML Models

Model Imputation Sensitivity Specificity

Decision Tree Decision Tree Reg 0.880 0.779
SVM XG Boost Reg 0.821 0.551

Naive Bayes Extra Tree Reg 0.790 0.482
Adaboost Decision Tree Reg 0.758 0.882
Adaboost Extra Tree Reg 0.701 0.821

The Decision Tree implementation yields a sensitivity of 88.0% on
the cross-validation and holds across all five folds. When tested
on the holdout set, the sensitivity is 90.9%, correctly classifying 10
of 11 true positives. The high sensitivities across all testing sets
make the Decision Tree Classifier a useful algorithm for screening.
The specificity of the Decision Tree Classifier implementation was
high as well, averaging 77.9% on the five-fold cross-validation and
67.3% on the holdout set. Although these are lower than the sensi-
tivities, this is not a deterrent to implementation as a screening test.
Screening tests aim to identify as many subjects that will retear as
possible. Therefore, tests with high sensitivity tend to be effective
for screening, as they rarely produce false negatives [3]. Table 2
lists the sensitivity and specificity for all five folds during the cross-
validation, as well as the holdout. The mean sensitivity during the
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cross-validation is 0.880, with a standard deviation of 0.0865. These
results show that the model holds across all five folds.

Table 2: Sensitivity and Specificity for Each Fold

Fold Sensitivity Specificity

One 0.905 0.791
Two 0.933 0.835
Three 0.737 0.885
Four 0.870 0.723
Five 0.957 0.663

Holdout 0.909 0.673

3.2 Decision Tree Feature Importance
Our decision tree classifier model is trained on surgical, demo-
graphic, injury, and rehabilitation data. This model is to be used as
a screening test before athletes return to activity, around six months
after surgery. Therefore, to train our model, we only selected the
data that was available six months after surgery, ignoring any reha-
bilitation data recorded later. Using manual tuning, we found that a
weight of 0.885 for the retear class produced the highest sensitivity
while maintaining a high specificity. The decision tree’s five most
important features, in order of importance, were as follows:

(1) Involved limb vertical hop distance
(2) 180 deg/s involved limb quads peak torque
(3) Delay to surgery
(4) Involved limb triple hop distance normalized to body height
(5) Uninvolved limb single leg hop

We find that in general, patient rehab and recovery data are the
most predictive of their risk of retear. More specifically, Biodex
and hop test data are the most important features. Paterno et al.[4]
confirm our findings. They recognize triple hop distance normalized
to body height at the time of return to sport as one of the primary
predictors of an ACL retear. Their classification and regression tree
(CART) analysis classifies many patients whose triple hop distance
is between 1.34 and 1.90 times their body height as high risk of
retear. This interval overlaps with our model’s, which categorizes
patients with a triple hop distance of fewer than 2.13 times their
body height as having a higher risk of retear. Our model places a
large emphasis on other types of hop tests and Biodex isokinetic
strength testing, whereas the CART model from Paterno et al.[4]
places more emphasis on demographic information such as age and
sex. Our model has more potential benefits to the athletes since
strength and hop tests can be easily improved through training,
whereas age and sex, which are important to the CART model, are
much more difficult to modify. This will help high-risk patients
lower their chance of retearing their ACL.

3.3 Comparison to Similar Implementations
Recently, Watson, et al.[7] and Paterno et al.[4] have independently
implemented machine learning algorithms using demographic, bio-
logical, and physical therapy data to predict the occurrence of ACL
retear. Testing data showed that both models categorized low-risk
patients with high accuracy; however, our Decision Tree Classifier

implementation significantly outperformed in terms of sensitivity,
while still maintaining high specificity. In their analysis, Watson
et al. implemented a clinician-guided machine learning algorithm.
After collecting patient data, their model used clinician feedback
to determine optimal ranges and weights for each feature. They
formulated a weighting function to predict whether each patient
should be classified as high or low risk of retear. Testing their algo-
rithm on an unseen set of data produced a sensitivity of 40.0% and
a specificity of 100%. In other words, their algorithm correctly clas-
sified 40% of patients that retore and 100% of patients who didn’t.
Paterno et al. conducted a similar study using Classification and
Regression Tree (CART) analysis to determine feature importance
and create a prediction model. Their methodology excluded any
patients with missing data, so imputation was unnecessary. Their
prediction model correctly classified 66.7% of patients who retore
and 72.0% of patients who avoided reinjury. Table 3 compares the
sensitivity and specificity of each implementation compared to our
model.

Table 3: Comparison to Similar Implementations

Study Algorithm Sensitivity Specificity

Current Decision Tree Classifier 0.880 0.779
[4] Decision Tree 0.667 0.720
[7] Clinician-Guided Alg. 0.40 1.00

Our model outperforms both models overall, as it has the highest
sensitivity and maintains a high specificity. Note that although our
model’s sensitivity is far greater than the other models, which is
the most important metric for screening tests, it was still impor-
tant to maintain a high specificity. From a clinical standpoint, low
specificity would cause unnecessary intervention and increased
anxiety among ACL tear patients. Nevertheless, the 88.0% sensi-
tivity and 77.9% specificity show that our model is a significantly
more effective screening test than existing implementations.

4 CONCLUSION AND FUTUREWORK
Previous prediction and recommendation systems for ACL reinjury
have focused on overall model accuracy. Our model focuses on
optimizing model sensitivity, or minimizing the false negative rate.
This model can be used as a screening test to minimize the number
of patients who are incorrectly classified as low-risk for retear and
subsequently provided less therapeutic support. By implementing
a Decision Tree Classifier on a data set containing features with
low correlation, our system has a sensitivity of 88.0% and a speci-
ficity of 77.9%, significantly outperforming similar state-of-the-art
metrics. As a future direction of our work, we plan to implement a
recommendation system that is tailored to each patient. This will
allow clinicians to quickly understand why someone is classified
as a high-risk patient, and how the recovery plan can be modified
to minimize this risk. By proposing an algorithm with increased
accuracy and sensitivity, clinical resources may be more efficiently
allocated. More robust therapeutic strategies could be used to sup-
port patients who would have otherwise experienced reinjury.
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